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The increasing adoption of social media networks as a platform for sharing 
opinions on different aspects emerged the sentiment analysis and opinion 
mining as an active research area. Recently, the sentiment analysis on 
Twitter has attracted considerable attention due to its many applications in 
various aspects of our lives. Many approaches have been presented for 
sentiment analysis based on English language, thus there is a need for 
efficient sentiment analysis approaches for Arabic language, since it has 
different structure when compared to other languages. This paper proposes 
a hybrid approach for sentiment analysis of Arabic tweets based on two 
stages. Firstly, the pre-processing methods like stop-word removal, 
tokenization and stemming are applied, and then two features weighting 
algorithms (information gain and chai square) are utilized to assign high 
weights to the most significant features of the Arabic tweets. Secondly, the 
deep learning technique is employed to effectively and accurately classify the 
Arabic tweets either as positive or negative tweets. The performance of the 
proposed approach has been compared with some of the classification 
methods such as Decision Tree (DT), Neural Networks (NN) and Support 
Vector Machine (SVM) using the dataset collected from Arabic tweets. The 
proposed approach outperforms the other approaches and achieved highest 
accuracy and precision of 90% and 93.7%, respectively. 
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1. Introduction 

*The fast growing of social media networks in the 
recently has made it as integral part of our daily 
lives. Millions of users utilize the social media 
networks in expressing their opinions and ideas, 
exchanging information and sharing news easily. 
Twitter is a social media platform that has been 
lunched in 2006 and rapidly became a worldwide 
popular social media network, with more than 313 
million monthly active users and more than 40 
supported languages. The number of Twitter users in 
Arab World is increasing rapidly, and a huge number 
of Arabic tweets are generated daily. The extensive 
use of social media networks has emerged the 
opinion mining or sentiment analysis as a potential 
research filed to evaluate the products and people’s 
opinions (Thelwall et al., 2011). 

Sentiment analysis is the process of using the 
natural language processing, computational 
linguistics and text analysis to find and mine 

                                                 
* Corresponding Author.  
Email Address: aaataha@kau.edu.sa  
https://doi.org/10.21833/ijaas.2017.08.007 
2313-626X/© 2017 The Authors. Published by IASE.  
This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/) 

subjective (positive opinions or negative) or 
objective (neutral) information (Pang and Lee, 
2008). The goal of sentiment analysis is to specify 
the behavior of the person based on the general 
contextual polarity of the text (negative, positive, or 
neutral). It has many useful applications in 
education, commerce, heath, security and numerous 
others (Nakov et al., 2016; Imran et al., 2015). Since 
the sentiment is a language dependent, it is 
significantly important to consider the language and 
culture characteristics in analysing the sentiment. 
Several sentiment analysis studies have been carried 
out based on the English language (Nakov et al., 
2016; Poria et al., 2016; Agarwal and Mittal, 2016; 
Cambria, 2016). The Arabic language is one of the 
top Semitic languages; approximately 422 million 
persons use the Arabic language in 27 countries 
(UNESCO, 2012). It is ranked as the fifth mostly used 
language among the top 100 languages in 
worldwide. There are three varieties of Arabic 
language: Traditional Arabic found in the Holy 
Quran, Modern Standard Arabic (MSA) practiced in 
official dealings and dialectical (Farghaly and 
Shaalan, 2009). Few sentiment analysis researches 
have been conducted in Arabic.  

This paper primarily explores the efficiency of 
applying the deep learning and features weighting 
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techniques for sentiment analysis of Arabic tweets. 
The challenge is that accurate sentiment analysis 
needs more understanding than the traditional text 
classification, this is mainly because the sentiment 
usually written in a more subtle manner, while text 
classification depends on keywords. The 
contributions of this paper are as follows: 

 
• Proposing an effective hybrid approach for 

sentiment analysis in Arabic tweets based on the 
deep learning model with features weighting. 
• Finding the important features to discriminating 

between the positive and the negative sentiments in 
Arabic tweets.  
• Investigating the potentials of deep learning 

techniques in the sentiment analysis of Arabic 
tweets. 

 
The rest of the paper is organized as follows: 

Section 2 shows the related work. The proposed 
hybrid approach for the sentiment analysis of Arabic 
tweets in explained in section 3. Section 4 explains 
the experiments and the results discussion. Lastly, 
section 5 concludes this work. 

2. Related works 

Several researches have been conducted in the 
area of sentiment analysis. Firstly, the literature 
review of the sentiment analysis approaches for 
English will be covered, subsequently the Arabic 
language approaches. 

There are many research efforts in the area of 
sentiment analysis for the English language, most of 
these research efforts are concentrating on the 
contents of social media. Pang et al. (2002) 
conducted experiments using different machine 
learning techniques, such as SVM, ME and NB to 
categorize the sentiments as positive or negative 
sentiments. They used the n-gram technique such as 
unigram, bigram for the sentiment classification. 
Their results show that NB algorithm achieved the 
lowest performance when compared to the other 
three algorithms, and SVM algorithm achieved the 
highest performance. Somasundaran et al. (2007) 
suggested a method for sentiment analysis of 
Tweets. The scheme is based on the interpretation of 
the emotion icons included in the tweets, the tweet 
was classified as positive sentiment if it includes the 
icon ‘(:)’, or ‘:-)’; and as a negative sentiment if it 
includes the icon  ‘:-(’. Pak and Paroubek (2010) 
suggested a model for classifying the Tweets as 
positive, negative and objective. They collected 
tweets dataset including emoticons and developed a 
sentiment classifier using multinomial Naive Bayes 
and features like Ngram and POS-tags. Kim (2014) 
applied convolutional neural networks for English 
sentiment analysis using different datasets; the 
experimental results show that the convolutional 
neural networks achieved good performance in the 
sentiment analysis Niu et al. (2016) presented a 
Multi-View Sentiment Analysis (MVSA) dataset, and 
consists of images and texts collected from Twitter. 
Their approach of sentiment analysis achieved 
classification accuracy of 71.9%, and can be 
considered as lexicon based (set of opinion words 

with pre-defined sentiment score) and statistic 
learning (several machine learning methods). 

Aldayel and Azmi (2016) proposed a hybrid 
approach for Arabic tweets sentiment analysis that 
combines machine learning techniques and semantic 
orientation, in their method, the lexical-based 
classifier used to label the training data and the 
output is utilized to train the SVM machine learning 
classifier. Their results showed that the hybrid 
approach achieved sentiment analysis accuracy of 
84.01%. In Rushdi‐Saleh et al. (2011) collected An 
Arabic dataset consist of 500 movie reviews, they 
used NB and SVM as machine learning classifiers. In 
their study they considered several operations in the 
pre-processing stage. Their proposed approach 
achieved sentiment analysis accuracy of 89%. 
Shoukry and Rafea (2012) explored the sentences in 
Arabic text to perform sentiment analysis using 1000 
tweets. They used machine learning techniques such 
as Naïve Bayes (NB) and Support Vector Machines 
(SVM) for sentiment analysis. The sentiment analysis 
accuracy accomplished by the SVM Classifier is 
72.60% while the NB classifier achieved accuracy of 
65%. Salamah and Elkhlifi (2014) collected about 
340,000 Arabic tweets related to the discussions in 
the Kuwait National Assembly. Random tree, SVM 
and decision tree were used for sentiment analysis. 
The average sentiment analysis precision of the used 
techniques was 76%. In Abdulla et al. (2013) 2000 
Arabic tweets were collected for sentiment analysis. 
Corpus-based “Supervised Learning” and lexicon-
based “Unsupervised Learning” were applied to the 
dataset. Four supervised machine learning 
techniques were applied, i.e., K-Nearest Neighbor, 
NB, SVM and Decision Tree. The SVM and NB 
achieved sentiment analysis accuracy of 80%. Using 
the lexicon-based “Unsupervised Learning” approach 
the achieved sentiment analysis accuracy was 58.6%. 
Al-Ayyoub et al. (2016) developed a lexicon-based 
approach for emotion analysis of Arabic text. To 
evaluate their approach, they collected a dataset of 
Arabic text from Twitter and Facebook; the 
experimental results show that the proposed 
lexicon-based approach achieved an accuracy of 
89.7%. 

3. The proposed hybrid approach 

The proposed hybrid approach for sentiment 
analysis of Arabic tweets comprises two stages as 
shown in Fig. 1. The first stage involves pre-
processing methods like stop-word removal, 
tokenization and stemming. Two features selection 
algorithms (information gain and chai square) were 
applied to assign high weights to the most significant 
features of the Arabic tweets. In the second stage, the 
deep learning technique is utilized to effectively and 
accurately classify the Arabic tweets as positive or 
negative. The proposed hybrid approach utilizes the 
combination of the advantages of deep learning and 
features weighting techniques. 

3.1. Arabic tweets pre-processing 

The pre-processing of Arabic tweets text is a 
significant phase in text mining; it is aim at 
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preparing the Arabic tweets for classification. The 
most difficult aspect of text mining is the huge size 
and dimensionality of textual data. Tokenization, 
stemming and filtering are examples for the 
operations that can be applied to decrease the 
dimensionality and the scope of the text. In this 
paper, the following steps for the pre-processing of 
Arabic tweets text were used. 
 

 
Fig. 1: The proposed approach for sentiment analysis of 

Arabic tweets 

3.1.1. Tokenization, cleaning and normalization  

Tokenization is the process of dividing a stream 
of text up into words or other significant 
components named tokens. Tokenization process 
aims to determine the potential keywords by 
exploring the words that compose the sentence 
(Verma et al., 2014).  

Tokenization is important step in natural 
language processing and potentially affects the 
sentiment analysis of the texts used in the social 
media (Laboreiro et al., 2010; Bird et al., 2009). 
Morphologically, Arabic language is very rich 
(Duwairi et al., 2014), and hence the Arabic tweets 
text were cleaned by deleting the non-Arabic words 
characters and special Twitter characters from the 
sentence. In addition, this step includes the 
normalization of the alphabet that come in variant 
forms to the basic form. Examples of the 
normalization include the following: 

  
a. elimination of the diacritical markings, because 

Arabic language has several diacritics that can 
change the meaning of the word based on it is 
presence or absence. For example, followers 
(mutạbiʿwn) and following  (mutạbaʿwn), when 
the  two words written in Arabic without 
diacritics they be read as same word.  

b. removal of the letter “Hamza”,  
c. unifying the letter “Alif”, so “a ̉ ” and “a ̹ ” are 

replaced by “ạ”, 
d. substituting “ẗ” with “h”,  
e. substituting “y”̰ with “y”.  

3.1.2. Removing the stop-words 

Stop-words used frequently and they are useless 
for text mining such as pronouns, articles and 
prepositions. Usually there are some words in the 
text that are not significant for the sentiment mining, 
and hence removing these words will meaningfully 
advances the performance of the system. Eliminating 
the stop-words from the Arabic tweets is potential in 
determining the most significant words. Examples 
for the words that have been eliminated include: 
“ʿly̱” (on), “mn” (of) and “fy” (in). 

3.1.3. Stemming  

Stemming is the procedure of eliminating the 
affixes in the words, and getting the roots of these 
words (Khoja and Garside, 1999). For example, 
Stemming would reduce the words “ạlḥạsb” (in 
English the Computer) to the stem "ḥsb" (to 
Compute), while light stemmer reduces the word to 
"ḥạsb" (Computer in English). Several stemming 
approaches have been proposed for Arabic language. 
There are two main categories for these stemmers. 
The first category is root extraction stemmer, and it 
reduces the words to their stems such as the 
stemmer introduced by Khoja and Garside (1999). 
The second category is light stemmers, and it deletes 
common affixes from words without reducing them 
to their roots such as the stemmer introduced in 
(Larkey et al., 2007).  

3.1.4. Features selection  

To obtain the most significant and meaningful 
features, the term frequency-inverse document 
frequency (TF-IDF) (Manning et al., 2008) has been 
utilized to select the terms that appear more 
frequently in the tweets.  

3.1.5. Features weighting  

The process of weighting the features is 
significantly important in determining the most 
effective feature in the system. In this paper two 
features weighting algorithms were used. 

3.1.5.1. Information gain  

The information gain ratio (IGR) method (Mori, 
2002) is used to calculate the weight of the terms in 
the Arabic tweets. The IGR finds the matches 
between sets of Arabic tweet terms, and then 
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compute and rank each term. The IGR is defined as in 
Eqs. 1 and 2: 

 

𝑔𝑎𝑖𝑛_𝑟(𝑋, 𝑌) =  
𝑔𝑎𝑖𝑛(𝑋,𝑌)

𝑠𝑝𝑙𝑖𝑡_𝑖𝑛𝑓𝑜(𝑌)
                                                       (1) 

𝑠𝑝𝑙𝑖𝑡_𝑖𝑛𝑓𝑜(𝑌) = ∑ (
|𝑌𝑖|

|𝑌|
) log

|𝑌𝒊|

𝑌𝒊                                                 (2) 

 

where gain_r (X,Y) indicates the gain ratio of the 
term X existence in class Y. Y_i and |Yi| indicates the 
existence of terms X in class Y_i, the subclass i of Y, 
and the total terms in Y_i. 

3.1.5.2. Chi-square 

The Chi-Square test of Independence is potential 
to decide if there is a significant correlation between 
two variables. For the sentiment analysis of Arabic 
tweets, the Chi-Square is used to assess the lack of 
independence between the term t and the class c, 
Chi-square is defined as follows (Eq. 3): 

 

𝑥(𝑡,𝑐)
2 =

𝐷× (𝑃𝑁−𝑀𝑄)2

(𝑃+𝑀)×(𝑄+𝑁)×(𝑃+𝑄)×(𝑀+𝑁)
                    (3) 

 

where 𝐷 represents the total number of A tweets. 𝑃 
is the number of tweets of class 𝑐 having the term 𝑡. 
𝑄 is the number of Arabic tweets containing 𝑡 
occurring without 𝑐. 𝑀 is the number of tweets class 
𝑐 occurring without 𝑡. 𝑁 is the number of tweets of 
other classes without 𝑡 (Aggarwal et al., 2012). 

3.2. The Deep learning technique  

Deep learning is an effective approach for 
computational modelling (LeCun et al., 2015). The 
model composed of huge number of hidden layers 
and neurons to characterize the data with various 
abstractions. It works more efficiently with big 
datasets. The examples for deep learning approaches 
include Neural Networks that use several hidden 
layers, Recurrent Neural Networks and 
Convolutional Neural Networks (Schmidhuber, 
2015). In this paper, the feed forward architecture 
used by H2O was employed; it is scalable, fast and 
open-source deep learning technique. H2O Deep 
Learning model utilizes a multi-layer feed-forward 
artificial neural network, which is trained using 
stochastic gradient descent based on back-
propagation. It consists of big number of hidden 
layers containing neurons; Fig. 2 shows an example 
for the neuron. In the deep learning model, the 
weighted combination α =∑ 𝑤𝑖𝑖 𝑥𝑖 + 𝑏 of the inputs is 
aggregated, then the output signal f(α) is 
communicated by the connected neuron. The 
nonlinear activation function (f) is utilized in the 
network; the activation threshold of the neuron is 
calculated using the bias b. As shown in Fig. 3, the 
deep learning network consists of several layers of 
interconnected neuron elements. The first layer is 
the input layer to match the space of the feature and 
it is followed by layers of nonlinearity, and finally the 
last layer matches the space of the output. Fig. 2 
shows example for the single neuron used in all the 
units of the model. 

3.3. The used dataset  

We collected a dataset consists of 500 Arabic 
tweets, and the tweets mainly discuss general topics 
about education. Using the stratified sampling 
approach the dataset was divided into two subsets: 
training and testing subsets to assess the efficiency 
of the proposed hybrid approach for sentiment 
analysis of Arabic tweets. 80 % of the entire dataset 
was used for training the deep leaning model, while 
the remaining 20 % of the dataset was used for 
testing the proposed approach. 

 
Fig. 2: Single neuron in deep learning model 

 

 
Fig. 3: The architecture of the deep learning network 

3.4. Performance evaluation metrics 

The following standard evaluation metrics have 
been used to assess the efficiency of the proposed 
approach: 

 
Accuracy: It is a significant to evaluate the 
classification, and it is computed as the percentage of 
correctly classified samples to the total samples. 
Therefore, it can be represented mathematically as 
follow: 
Accuracy = (TP + TN)⁄(TP + FP + TN + FN) 
Precision: It evaluates the strictness of the classifier 
output. Precision is the percentage of samples 
classified as positive correctly to total number of 
samples classified as positive. 
Precision = TP/(TP+FP 
Recall: the integrity of the classifier output is 
measured using the recall.  
Recall = TP/(TP+FN) 
Where  
TP: the number of Arabic tweets that were correctly 
classified by the classifier as belonging to the correct 
class. 
TN: the number of Arabic tweets that were correctly 
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classified by the classifier as not belonging to the 
correct class. 
FP: the number of Arabic tweets that were 
incorrectly classified by the classifier as belonging to 
the correct class. 
FN: the number of Arabic tweets was incorrectly 
classified by the classifier as not belonging to the 
correct class. 

4. Results and discussion 

We focus on comparing the sentiment analysis 
accuracy of the proposed hybrid approach based on 
the deep learning with features weighting and other 
classifiers such as neural network, support vector 
machine and decision tree. Before approaching the 
experiments, all the models require parameter 
setting. According to the results of the deep learning 
model, three hidden layers with 100 neurons in each 
hidden layer provided the highest accuracy. For the 
neural network classifier, the traditional feed-
forward network is used with a single hidden layer 
containing 10 neurons. The default parameters 
values of the support vector machine and decision 
tree were used. The performance of the proposed 
hybrid approach and other classifiers is evaluated in 
terms of accuracy, recall and precision.  

In order to evaluate the efficiency of the proposed 
method, the pre-processing steps such as 
tokenization, stop-words, removing, stemming and 
the feature selection method (TF-IDF) are applied on 
the dataset. After that, two features weighting 
methods (Information Gain and Chai-square) were 
used in the experiments. The value of the Chi-square 
and Information Gain coefficient is used for ranking 
of all the feature in the datasets, the top 20 % 
features weighted by information gain and chai-
square are selected as they gave higher classification 
performance, and used as inputs to the proposed 
deep learning model and three other classifiers 
(SVM, NN and DT) are used for sentiment 
classification. 

4.1. Hybrid approach based on deep learning 
with information gain 

In this section, the results were presented by 
considering the information gain as features 
weighting method. Fig. 4 shows the deep learning 
with features weighted by the information gain 
algorithm compared with the SVM, Decision tree and 
neural network classifiers. It is clear from Fig. 4 that 
the deep learning and SVM classifiers achieved the 
same level of accuracy (87.5). However, the DT 
classifier achieved the lowest performance in terms 
of accuracy (67.5%) and recall (33.3%). 

4.2. Hybrid approach based on deep learning 
with chai-square  

In this section, the results were presented by 
considering the chai-square as features weighting 
method. Fig. 5 demonstrates the performance of the 
proposed hybrid approach for Arabic sentiment 
analysis based on the deep learning model with chi-

square algorithm compared with the SVM, DT and 
NN classifiers. It is very clear that our proposed 
hybrid approach based on the deep learning model 
with chi-square algorithm achieved the highest 
performance in terms of accuracy (90%) and 
precision (93.7%) among all the classifiers, 
conferring the proposed hybrid approach based on 
features weighted by the chai square with a 
considerable advantage. Accuracy wise, we note that 
the proposed hybrid approach based on deep 
learning with chai-square produced achieved an 
improvement of 2.5% over the deep learning with 
information gain. We believe that precision is an 
important measure as it evaluates the classification 
correctness of the identified tweets. In terms of 
precision, the proposed hybrid approach based on 
deep learning with chai-square achieved a significant 
improvement of (9.7 %) over the deep learning with 
information gain. In terms of recall measure, our 
hybrid approach and SVM achieved the highest recall 
(83.33) an attained an improvement of (5.6%). The 
DT classifier achieved the worst accuracy (67.5%) 
and recalls (33.3%). 

 

 
Fig. 4: Performance Comparison of the proposed hybrid 
approach and other classifiers based on information gain 

weighting algorithm 
 

Although our proposed hybrid approach based on 
deep learning with chi-square achieved the high 
accuracy among all the tested classifiers, it has been 
also compared with other approaches. Consequently, 
the proposed hybrid approach for sentiment analysis 
of Arabic tweets has been compared with eight 
similar sentiment analysis approaches. The 
comparison results presented in Table 1. The 
accuracy of the classification of the approaches 
varied significantly. The proposed hybrid approach 
for sentiment analysis of Arabic tweets achieved the 
better performance with an accuracy of 90%, while 
the approach proposed in Shoukry and Rafea (2012) 
achieved the lowest performance and analyse the 
sentiment with accuracy of 72.60% among all 
classifiers. The authors in Shoukry and Rafea (2012), 
Aldayel and Azmi (2016), and Duwairi and Qarqaz 
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(2014) used machine learning classifiers and 
achieved low accuracy even when we compare it 
with our SVM and DT classifiers (Fig. 5). This may be 
attributed to their simple pre-processing 
approaches. 

 We believe that efficiency of our proposed hybrid 
approach is due to two main reasons: Firstly, we 
utilized the features weighting as an extra pre-
processing step, by applying the chai-square for 
identifying the mist significant features and reducing 
the input space. Secondly, the deep learning is 
applied in stage 2 of our proposed hybrid approach 
as a powerful technique for sentiment analysis. 

5. Conclusion 

Recently, there is a significant concentration in 
the research on knowledge extraction from social 
media networks. The huge volume of posted 
comments, and associated media is a potential 
source of collecting information. In this paper, we 

investigated the problem of sentiment analysis in 
Arabic tweets.  

 

Fig. 5: Performance comparison of the proposed hybrid 
approach and other classifiers based on chi-square 

weighting algorithm 

 

Table 1: Performance comparison of the proposed hybrid approach with other existing works. All the stated performance 
measures are as reported by the authors in the papers 

Author Pre-processing Approach Dataset used 
Obtained 

accuracy 

Shoukry and 

Rafea (2012) 
Filtering technique SVM 

1000 Arabic tweets (500 

positive, 500 

negative) 

72.60 % 

Aldayel and Azmi 

(2016) 

Filtering, normalization, stop-word removal, negation 

terms and stemming 

Hybrid (lexical + 

SVM) 

1103 Arabic tweets (576 

positive, 527 negative) 
84.01 % 

Rushdi‐Saleh et 

al. (2011) 

spelling correction, tokenization, stop-words removal, 

and stemming, 
NB and SVM 

Arabic dataset consist of 

500 movie reviews 
89 % 

Duwairi and 

Qarqaz (2014) 

Tokenization, Stemming(Arabic), Filtering Stopwords, 

and Generating-n-Grams(Terms) 
NB KNN and SVM 

Arabic 

Tweet consists of  2591 

(1518 negative, 1073 

positive) 

75.25 % 

Khasawneh et al. 

(2015) 
Filtering technique 

ML 

Bagging technique 

Dataset consist of 1500 

Arabic tweets 
85.95 % 

Salamah and 

Elkhlifi. (2014) 
Tokenization and segmentation of tweets 

random tree, SVM and 

decision tree 

Dataset consists of 

340,000  Arabic tweets 
76 %. 

Abdulla et al. 

(2013) 
spelling correction, tokenization, stop-words removal 

K-Nearest Neighbour , 

NB ,SVM and D-Tree 

Dataset consists of 2000 

Arabic tweets 

(1000 positive tweets 

and 1000 negative ones) 

80 % 

Al-Ayyoub et al. 

(2016) 

Text pre-processing include the emotion-bearing  text  

excerpts  of  the   dataset  are  manually  explained  by  

human experts. 

lexicon-based 

approach 

Dataset consists of 

Arabic tweets 
89.7 %. 

Our proposed 

hybrid approach 

Text pre-processing include text cleaning, normalization, 

stop words removal and stemming 

Features weighting 

and deep learning 

model. 

Dataset consists of 500 

Arabic tweets 
90 % 

 

We propose a hybrid approach for sentiment 
analysis of Arabic tweets based on deep learning 
with features weighting. The features weighting 
methods were used in the pre-processing stage to 
select the most significant features. The deep leaning 
is employed as emerging powerful technique to 
analyze the sentiment of Arabic tweets based on the 
selected features. 

The experimental results confirmed the efficiency 
of the proposed hybrid approach based on deep 
learning with chai-square method, and show that the 

proposed hybrid approach outperforms the SVM, DT 
and NN classifiers achieved the highest performance 
in terms of accuracy and precision are 90% and 
93.7% respectively. As for the future work, the 
semantic of the text in the Arabic tweets will be 
considered for more accurate analysis of sentiment. 
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